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ABSTRACT

This article discusses ongoing work towards an ac-
curate model of daily urban movements, calibrated
in part by data from social media services. In par-
ticular, it investigates the connections between the
language that is used in Twitter messages, the rela-
tive location of the user, and the significance of the
location to an individuals’ geographical awareness, in
order to elucidate possible activity patterns from spa-
tial and textual social media data. The results show
that there are words which are closely associated with
home, others with the local community, and some
with more remote locations including workplaces and
cultural centres. By identifying important locations
for individual users, and associating these with the
words that are commonly used in such places, this re-
search contributes to a better understanding of how
spatially-attributed social media data can be used
to derive useful intelligence about daily urban move-
ment patterns.

I INTRODUCTION

Crowd-sourced data are becoming ubiquitous. Coin-
cident with an explosion in the use of social media
services is the proliferation of location-aware devices
that allow the geographical attribution of social me-
dia contributions. These new sources of data – that
are user-generated, geo-located and contain varying
degrees of contextual information (text, videos, im-
ages, etc.) – show potential as reliable sources of
accurate information about daily urban mobility pat-
terns and social perceptions of place.

Traditional large-scale data sources, such as popu-
lation censuses, provide detailed information about
the night-time population, but are much more lim-
ited in their descriptions of day time populations and
associated behaviour. Smaller surveys that attempt
to capture these features are limited by their sample
size and geographical resolution. Although these data
provide a useful starting point for research, more de-

tailed spatio-temporal information is required to un-
tangle the complex web of spatial interactions that
ultimately drive urban systems.

This article describes research that is part of a larger
project whose aim is to utilise ‘big’ data sources to
create an accurate model of daily urban dynamics.
In particular, this paper discusses the work towards
establishing geographical awareness spaces for indi-
vidual users of social media services and identifying
key places (termed ‘anchor points’) that constitute
an individual’s conceptual map of the city. We then
attempt to identify the functions of these different
anchor points (e.g. workplace, leisure, education, so-
cialising, etc.) as a means of understanding daily
individual movements.

The aims of this research are to:

• evaluate the extent to which crowd-sourced data
can be used to gain insight into the individual
activity spaces (the places that individuals visit
on a regular basis);

• identify the functions of different anchor points.

II BACKGROUND

1 THEORETICAL FRAMEWORKS

Recent work recognising the character of cities as
complex systems has made it clear that at a disaggre-
gate level cities are in a constant state of flux and ag-
gregate data have the effect of smoothing out this un-
derlying dynamism [1]. To address this difficulty, ur-
ban scientists can draw on seminal theoretical work to
better understand how individual movements are spa-
tially and temporally constrained, and how aggregate
patterns emerge from the multitude of these individ-
ual interactions. For example, Hägerstrand’s famous
‘space time prism’ [2], illustrated in Figure 1, provides
a means of conceptualising the possible locations that
an individual can reach under given spatio-temporal
constraints. Using this formalism, it becomes possi-
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ble to explore the spatio-temporal dynamics of peo-
ples’ behaviours to better understand, for example,
who visits particular locations, which other locations
have those people visited and who might they have
met during their journey [3].

Figure 1: The ‘space-time prism’ [2]. Source: [4]

A related concept is that of an ‘activity space’. Activ-
ity and awareness spaces form a central pillar for vari-
ous academic fields including environmental criminol-
ogy [5] and geography [6]. In general, a distinction is
made between activity spaces – spaces in which nor-
mal activity occurs – and awareness spaces – spaces
that a person is aware of beyond the areas of nor-
mal activity. For the purposes of this research, the
aim is to first identify activity spaces (the places that
people commonly visit) and, from these, identify the
individual locations whose positions ultimately deter-
mine the structure of activity spaces.

Although such frameworks have been of interest for
some time, data availability and computational limi-
tations have made it difficult to apply these concepts
to more than a few individuals. ‘Big’ crowd-sourced
data provide, for the first time, the opportunity to
test these ideas at a much larger scale – such as an
entire city.

2 ‘BIG’ GEOGRAPHICAL DATA

The recent emergence of powerful ‘big’ data sources,
particularly those centred around social media, has
fostered a substantial amount of new research. How-
ever, examples of the application of social media data
to the study of social phenomena are more limited,
and those that explore anchor points and awareness
spaces even less so.

A body of literature is evolving around the concept
of classifying neighbourhoods based on local social
media use. These include the development of neigh-
bourhood boundaries based on Foursquare data (the
‘livehoods’ project1) [7]; the use of Latent Dirichlet
Allocation (LDA) to establish topics from social me-
dia data and subsequently develop functional profiles
of areas [8]; the characterisation of land use through
the application of the Self Organising Map (SOM) to
classify areas based on volume of geolocated tweets
and the subsequent calculation of unique activity vec-
tors based on common spatio-temporal tweeting be-
haviour [9]; and perceptions of place using Foursquare
data [10].

A small body of research, of direct relevance, at-
tempts to explore the places that people commonly
visit and hence their awareness spaces. This includes
the identification of “patches” – defined as spatial
areas that people routinely visit [11]. The authors
use a density-based clustering algorithm (OPTICS)
to identify regularly visited patches and discuss how
these could be linked to different purposes (e.g. shop-
ping, working, etc.). The proposed method is sub-
stantially different to that used here, but as both
projects are in early stages a formal analysis of the
impacts of the different choice in methodology is not
appropriate. Similarly, others have attempted to iden-
tify important places (particularly ‘home’ and ‘work’)
in mobile phone data [12], although preliminary re-
sults indicate inaccuracies of up to 3 miles for 88%
of volunteer users. These studies are relevant here
because they attempt to construct awareness spaces
from social media data, but the authors are unaware
of any research that aims to use the data to model
individual activity spaces as this research will do.

Although there is a degree of optimism associated
with these research directions, there are substantial
drawbacks that must be addressed. In particular,
it has been argued that social media (and related)
sources suffer from “content poverty”, a lack of clar-
ity in whether a contribution contains espoused the-
ory or theory-in-use, and positivist assumptions [13].
The optimist hopes that some of these drawback will
be offset by the sheer volume of data [14], although
this will be highly dependent on the data used and
the application area.

1Livehoods: http://livehoods.org/
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III DATA OVERVIEW

1 THE STUDY AREA: LEEDS

The research has been conducted in the city of Leeds,
UK. The Leeds local authority district is one of the
largest in the UK with a population estimated by the
Office for National Statistics to be 757,655 in 2012.
Leeds’ urban form exhibits strong similarities to sim-
ilar European and British cities; in particular it cen-
tres on a core activity area with high concentrations
of shops, businesses and entertainment facilities. A
feature that is more unique is the two large univer-
sities situated to the north of the city centre. These
features support some regularity in urban movements
and will be used to broadly evaluate the results of our
analysis.

2 SOCIAL MEDIA DATA

The data used in this research consist of messages
posted to the Twitter service that originate within
Leeds during the period 22nd June 2011 – 14th April
2013. The parameters of the collection routine re-
stricted the search only to messages with associated
GPS coordinates. Such messages are commonly cre-
ated using mobile devices by users who have explicitly
opted to publish their location with their message. A
number of extremely prolific user accounts were iden-
tified as belonging to organisations and used for ad-
vertising or disseminating information (weather fore-
casts, car advertisements, etc.). These were removed
from the data set, leaving N = 2, 812, 332 individual
messages. As well as the location, each individual
message contains information about the user account,
the message text and the creation time.

Figure 2 illustrates the geography of message loca-
tions. As might be expected, the central business
district, as well as the university campuses, exhibit
most substantial message density.

Although the volume of information that can be col-
lected, trivially, from social media services is unparal-
leled, research that make use of these data must care-
fully consider the drawbacks. These include skew-
ness, representation, accuracy and bias. Methods to
address these drawbacks are discussed in the conclu-
sions, although fully understanding the implications,
and resolving them, is left for future work.

Figure 2: The density of social media messages cal-
culated using Kernel Density Estimation [15] with a
300m kernel radius and 10m2 cell size.

2.1 SKEWNESS

With respect to skewness, although the total volume
of data is large, the distribution of messages per user
is highly skewed; see Figure 3. In the data used here,
90% of all messages were generated by only 17% of
the users. Only 8,209 (14%) of the users created more
than 50 messages which is the cutoff used in later
analysis.

2.2 REPRESENTATION

A second drawback, representation, relates to the ex-
tent to which a user’s messages correspond to their
actual activity. It is likely that this correspondence
will increase with the number of messages that a user
creates, but even the most prolific users might use
social media only in some specific circumstances. In
these cases the data only represent a portion of their
usual daily behaviour. Furthermore, as the data used
here span a period of approximately two years, it is
possible that spatial activity patterns will vary over
time. In this analysis behaviour is assumed to be
consistent throughout.

2.3 ACCURACY

A third drawback relates to the geographical accu-
racy of the data. Although each message has associ-
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Figure 3: The number of messages created per user.

ated geographical coordinates, the precise spatial ac-
curacy is difficult to ascertain. It is possible to assess
geographical position accuracy by linking to other so-
cial media data sets with more accurate geographical
coordinates (e.g. foursquare2) or by comparing mes-
sage locations to likely spatial locations (residential
buildings, shopping centres, etc.). This accuracy val-
idation will be applied in future research iterations.

2.4 BIAS

The fourth drawback, bias, brings in to question how
well the data represent the behaviour of society as
a whole. Although N is very large, the number of
active users in the data set (60,293) is small in com-
parison to the size of the Leeds residential population
of nearly 800,000. This is reduced further when only
users with 50 or more messages are included in the
analysis (8,209 users).

Finally, there is also the potential for participation in-
equality to introduce bias into the data set as the use
of social media services will vary across social groups
– see, for example, ‘digital divide’ research [16,17]. It
is common to find that younger, well educated, and
more affluent groups of people are the most likely to
engage with digital media [18, 19] although, interest-
ingly, Twitter usage in the United States has been
found to contradict many of these findings [19, 20].
This signifies the need for more nuanced research into
the uptake of social media services specifically.

IV METHOD

In this section, we present a method for estimating
a user’s activity space (the spaces in which normal
activity occurs) and subsequently the main anchor
points that drive a individual’s daily urban move-
ments.

1 GENERATING A MESSAGE DENSITY
SURFACE

The preliminary stage in the analysis is to create a
two-dimensional surface representing the density of
messages created by each user that will later be used
to elucidate anchor points. The analysis has been
restricted to users who created a sufficient number
of messages. Here, 50 messages has been chosen as
a threshold because it corresponds closely with the

2https://foursquare.com/
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definition of an upper outlier (see Figure 3).

A kernel density estimation (KDE) algorithm was ap-
plied to the spatial (two-dimensional) data by over-
laying a regular grid and calculating the density of
each cell. A Gaussian kernel was used with a band-
width and cell size of 236m and 33m2 respectively.
These values were chosen through a process of trial
and error to identify the configuration that most suc-
cessfully combined incident points without merging
disparate high-density areas. The density of a given
cell (x, y) is calculated using the formula:

n∑
i=0

1

2π2b
exp

[
−1

2

(
x− xi
b

)2

− 1

2

(
y − yi
b

)2
]

(1)

where b is the bandwidth and (xi, yi) are the coor-
dinates of all of a user’s messages, n. The formula
produces a smooth two-dimensional kernel, as illus-
trated in Figure 4. For efficiency, no points beyond
the bandwidth of a given cell were evaluated given
their negligible impact on the density. Finally, the
data were transformed using the natural logarithm
to reduce the impact of a small number of extremely
high density areas and normalised to the range 0–1
to allow comparisons across users.

Figure 4: The structure of the kernel used to calculate
message density (see Equation 1).

2 IDENTIFYING ANCHOR POINTS

Having identified the areas that are most commonly
used to publish messages from, the next task is to
identify the individual anchor points that create a

person’s awareness spaces. This can be accomplished
by identifying the cells with a substantially higher
density than their surroundings. Algorithmically sep-
arating genuine peaks from their surroundings is a
complicated process. For this research, a routine that
is more commonly used for identifying peaks in ge-
ographical digital elevation data [21] has been used.
The most successful parameter configurations (those
that allowed the algorithm to most accurately iden-
tify peaks from their surroundings) were identified
using trial and error and are provided in Table 1.

Table 1: Parameters used to configure the LandSerf
algorithm. Note: all densities have been normalised
to the range 0-1.

Parameter Description Value
MinHeight The minimum height for a

peak
0.001

MinDrop The minimum drop in height
for cells surrounding a po-
tential peak

0.1

Results of the anchor point identification process vary.
A manual inspection of a sample of results reveals
instances where peak identification works well – the
algorithm is able to identify genuine areas of substan-
tially higher density – and other instances where the
results are poorer. Figure 5 illustrates a number of
such results. The main drawbacks occur in the cases
where two distinct anchor points are situated close
together and are classified as a single point (e.g. Fig-
ure 5c). Future work will attempt to develop a more
nuanced algorithm that is able to modify the KDE
kernel bandwidth (b) and the anchor point classifica-
tion parameters (Table 1).

3 INTERPRETING ANCHOR POINTS

The anchor points have been used to construct a dic-
tionary of twitter narratives at each location. Con-
sider the example of Figure 5b – here three different
anchor points have been identified for the user, and
these are normalised so that the most intense centre
has an index of 1. It is hypothesised that this modal
point will usually be the home location. This analy-
sis is reproduced for all of the twitter users with 50
messages or more.

A catalogue of marker words has been created [22],
comprising 134 words with distinctive spatial and/or
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Figure 5: Examples of individual user anchor points
for three users (A, B, C) resulting from the anchor
point classification using LandSerf [21].

temporal profiles. These words are in turn grouped
into seven activity categories on the basis of their
context and use. In this section, the locational nar-
ratives are explored to investigate patterns in the use
of language across the anchor points.

First, the anchor points are separated into two groups
– those indexed at unity, the most popular location
for each user and hypothecated as ‘home’ locations;
and those others, termed simply ‘away’ for the present.
For each word, a quotient which will be referred to
as ‘domestic skew’ is calculated as follows:

ds(k) =
[N(k, 1)/N(∗, 1)] ∗ 100

N(k, ∗)/N(∗, ∗)
(2)

where N(k,m) is the count of occurrences of word
k at a home location (m = 1) or an away location
(m = 2), and ∗ denotes summation over the missing
superscript. Thus the indicator compares the relative
importance of each word at a home location with its
overall importance.

This analysis is summarised in Table 2, in which the
marker words are ranked by skew for each of the seven
activity types. A distinctive and not unexpected con-
trast is clearly observable between ‘friend and family’
with a focus on the home; and ‘food and drink’ which
concentrates elsewhere, probably with an orientation
to bars and restaurants in the city centre. The ex-
ceptions here are interesting, for example ‘mate’ and
‘dude’ appear as remote words, so may be more com-
mon in social than domestic environments; ‘cake’ and
‘wine’ appear to be consumables that are more likely
enjoyed in the home than at recreation.

A further question might be whether there is any spa-
tial decay effect; for example are there certain types
of narrative prevalent in a local community or neigh-
bourhood. This is explored at four distance bands
around the home (0-100m, up to 2km, 2-10km, more
than 10km) for just six examples in Fig 6. The word
sleep has a strong domestic focus: other words (not
included here) showing a similar focus are activities
like watch(ing) xfactor on tv and words expressive of
family relationships such as dad, sister, or kids. The
word station is in marked contrast, and is charac-
teristic of travel by both bus and train, often to an
office, or (albeit with a slightly flatter distribution)
for shopping, which may be associated with a stop for
coffee, a trip to the cinema , and perhaps later a meal
and a visit to a bar or nightclub. Documented inter-
actions with a college appear to be somewhat more
localised and community-based; the same is true for
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Table 2: A catalogue of marker words [22], ordered
by residential skew (see Equation 2).

mum 173 cake 113 xfactor 180 exam 116
sister 171 wine 109 channel 162 course 96
dad 145 drink 90 tv 139 school 87
babe 134 food 88 movie 136 email 83
family 130 meal 85 song 135 class 79
brother 129 dinner 82 watch 134 city 69
boys 126 pub 75 film 132 meeting 69
kids 122 beer 74 hair 124 college 49
girls 122 pizza 73 facebook 112 train 45
young 118 breakfast 72 iphone 107 business 45
dog 114 coffee 47 video 106 bus 39
pal 106 lunch 46 garden 97 office 38
woman 103 bar 44 bought 96 station 14
lad 102 band 79 university 13
couple 90 walking 78 railway 11
mate 88 gig 75
cat 87 website 70
dude 87 shop 68
house 83 gym 67
social 61 club 52

cinema 50
park 36

league 131 aha 169 annoying 120 shower 151
goal 131 omg 166 boring 119 please 144
score 128 gorgeous 140 joke 118 sleep 144
win 124 hilarious 139 brilliant 117 euro 141
football 123 poor 133 fantastic 116 bed 141
olympics 121 funny 131 sweet 115 ill 126
Lufc 117 perfect 130 bored 113 dream 124
fan 117 laugh 128 yay 110 sex 117
team 113 love 125 excited 108 police 112
match 112 lucky 124 gay 108 help 111
cup 111 stupid 124 excellent 106 holiday 102
Games 110 haha 122 gutted 104 rich 86
play 77 ya 121 lovely 104 driving 85
rugby 73 lol 121 o 89 cheers 85
united 47 hate free 80

waiting 77
photo 73
news 70
pic 63
church 44

Emotions Emotions Other

Friend & family Food & drink Leisure Work

Sports

University and (even more so for schools) where ex-
aminations are a likely topic of conversation. Other
neighbourhood pastimes include drinking beer in a
pub (an interesting contrast in terminology and out-
look to city centre bars), working out at the gym,
or walking in a nearby park. Amongst the expres-
sions considered, i-phone is the least spatially clus-
tered, presumably reflecting the portability and in-
creasing ubiquity of this technology; unlike e-mail,
which seems much more likely to be a work-related
activity.
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Figure 6: Residential skew for chosen words at four
distance bands: 0-100m, up to 2km, 2-10km, more
than 10km.

If a home location attaches to a particular lexicon of
words in common use, then there is a further possi-
bility to profile each anchor point according to the
words used there. A domestic ‘score’ has been com-
puted for each anchor point by weighting the do-
mestic skew quotient across the words which appear
there. Amongst 8,195 users identified in this study,
6,218 exhibit the highest domestic score at the anchor
point previously identified as ‘home’. For another 418
users there are less than ten keywords on which to
make this judgement; leaving 1,559 users for whom
the home location could plausibly be other than the
most common tweet frequency. This could be seen
as a preliminary test of the robustness of the sim-
ple assignment of ‘homes’, indicating that this pro-
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cedure probably has an effectiveness of around 80%,
but could be refined by further consideration of tweet
narratives, or by some other means.

V DISCUSSION

This article contributes to ongoing research working
towards an accurate model of daily urban dynamics
through the interrogation of ‘big’ social data sources.
Here, the investigation centres around the language
which is used in Twitter messages and its relation
to the locations of places that are important for in-
dividual Twitter users (termed ‘anchor points’). Ul-
timately, the overall aim is to use these findings to
better understand and model ‘normal’ daily urban
movement patterns (shopping, commuting, social ac-
tivities, etc.).

For the Leeds corpus, it has been shown that there
are words that associate closely with home, others
with the local community, and some with more re-
mote locations including workplaces and cultural cen-
tres. The analysis was based on a simple assign-
ment of anchor points based on frequency of activity.
This method could potentially be extended to identify
other kinds of location such as workplaces, sports cen-
tres or retail outlets, for example using the kinds of
methods that have been used to establish connections
between internet search terms and a phenomenon of
interest [23].

The work could also be extended by considering a
much larger vocabulary of words or phrases. The re-
sults from this research would add a great deal to
our understanding of individual activity spaces, for
example in understanding the configuration and spa-
tial linkages between anchor points representing dif-
ferent facets of work, family life and social behaviour.
The interrogation of new forms of spatial and social
data can therefore be regarded as a promising avenue
for a better understanding of mobility patterns and
purposes within daily urban environments.

1 DRAWBACKS

Whilst there is considerable potential offered by these
new data sources, results must be treated with a
measure of caution. Of the drawbacks outlined ear-
lier (skewness, representation, accuracy, bias), bias is
potentially the most difficult to address. Although
there is an abundance of data created using social
media services – in 2011 it was estimated that ap-
proximately one billion tweets were created every 4-

5 days [24] – this is a relatively small number of
messages per person. For example, the study area
used here houses nearly 800,000 residents, but only
8,209 of these created a sufficiently large number of
messages in a two-year period to be included in the
analysis. Furthermore, it is likely that some level
of participation inequality will stem from an uneven
engagement with social media across different socio-
economic groups. However, as this research attempts
to identify the home locations of individual users, it
becomes possible to link social media data to well-
established residential geodemographic data such as
the national census. In this manner we can begin to
identify the groups who are most, and least, likely to
contribute using social media and re-weight the data
accordingly.

Although this research has noted some of the poten-
tial drawbacks, no attempt has yet been made to
thoroughly assess their impact on the results or to
design methods capable of reducing their influence.
Immediate future work will begin to address these
issues by estimating the demographics of individual
users (based on the home location) and re-weighting
their contributions to reduce the influence of over-
represented groups. For sections of society that are
not represented in the social media data, alternative
data sources will be used in an attempt to capture
their typical behaviour, such as national censuses and
other large-scale surveys. In this manner, different
data sources can be used to model those people who
are particularly well represented by them.

2 VERIFICATION / VALIDATION

Following an analysis of the potential drawbacks, the
research will be in a position to begin a formal eval-
uation of the results. For example, through a more
nuanced analysis of message text it would be possi-
ble to begin ground-truthing the content of messages
to infer an activity (“I have just arrived at work”),
or by considering foursquare check-in messages [11] –
for example “I’m at Starbucks”. Along similar lines,
the inclusion of other forms of data, such as land use
data, could also be considered. If an area is known
to be dominated by retail outlets, offices, or residen-
tial space, then this is powerful evidence to add to
the model training process. Land use data of this
kind are routinely captured by national agencies (e.g.
Ordnance Survey in the UK) as well as becoming in-
creasingly prevalent as volunteered geographical in-
formation (e.g. Open Street Map).

Page 8 of 10
c©ASE 2012



3 ETHICAL IMPLICATIONS

Another serious consideration is that of the ethical
implications of such research, and personal privacy in
particualr. Although most most authors are largely
in agreement that ‘public’ data published on the in-
ternet are suitable for research [25–27], these assump-
tions are predicted on the concept of informed con-
sent. It would be difficult to argue that social media
contributions could be considered private communi-
cations, but it is not always clear that individuals are
aware of volume of personal information that they
publish, and hence whether they have truly consented
to its use. Whilst we do not argue against the use
of such public data, care must be taken with data
storage and publication to protect the anonymity of
contributors.

VI CONCLUSION

The limitations of crowd-sourced social network data
from twitter have been noted. As this means of com-
munication continues to grow in popularity across a
broad range of demographic segments then these lim-
itations could become less restrictive. The volume of
spatial data under consideration might also be in-
creased by several orders of magnitude by consider-
ing a data set such as mobile telephone calls or traffic
flows, but this would come at the expense of a loss of
textual detail. As the ‘Big Data’ revolution continues
unabated, it must be expected that the abundance
and variety of information sources will continue to
multiply. We hope and anticipate that the kinds of
frameworks which we have begun to articulate here
can be seen as providing initial components to a long-
term platform for the creation of significant added
value from these data.
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