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Abstract. Following the emergence of powerful generative large lan-
guage models (LLMs), there has been a flurry of interest in the use of
LLMs to control agents in agent-based models. Proponents argue that
using the information about humans and human behaviour contained
within an LLM could lead to the creation of agents who exhibit more
complex and nuanced behaviour than those whose actions are driven by
traditional behavioural frameworks. This paper begins to explore the use
of a specific concept that underpins LLMs; that of embeddings. An em-
bedding is a vector-based numerical representation of a piece of text that
captures aspects of its meaning and context. We hypothesise that concep-
tualising agents’ characteristics through embeddings, rather than with
discrete state variables, may offer a more nuanced and expressive foun-
dation for representing agent characteristics and behaviours. We demon-
strate the potential of this approach by recreating the Schelling residen-
tial segregation model using rich text descriptions of household agents
and converting these to embeddings as a means of defining agents. The
results show how agents can self-organise into more diverse and emer-
gent clusters than is possible when they are defined with a small number
of discrete attributes. This offers a path toward more realistic, high-
dimensional representations of agent heterogeneity.
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1 Introduction

Modelling human behaviour in agent-based models (ABMs) remains one of the
key challenges facing the discipline (An et al, 2021; [Heppenstall et al, 2021]).
Traditionally, behaviour in ABMs has been implemented either through explicit
rule-based logic or by using more elaborate behavioural frameworks such as the
popular Beliefs, Desires and Intentions (BDI). More recently, techniques like
neural networks and genetic algorithms (DeAngelis and Diaz, 2019) are showing
promise as well as, in part due to the recent availability of huge GPU clusters,
reinforcement learning (e.g. see|Ale Ebrahim Dehkordi et al, [2023)). Building on
this, the emergence of generative large-language models (LLMs) such as Chat-
GPT, has stimulated a huge amount of interest interest among researchers who
are exploring how these models might enable more sophisticated and realistic
simulations of human behaviour and decision-making (Gao et al, |2023; |Xi et al,
2023; |Cheng et all [2024; Giircan| [2024; [Wang et al,2024)). Initiatives such Concor-
dia (Vezhnevets et al, [2023) and MetaGPT (Hong et all [2024) are investigating
whether LLMs can equip agents with advanced abilities like natural language
understanding, reasoning, and planning (see .

Two key innovations that underpin the success of generative LLMs are em-
beddings and self-attention. After tokenisation — the process of splitting up text
into discrete units (words, symbols, sub-words, etc.) — an additional vector is
attached to each token to capture the token’s deeper meaning. These vectors
are called ‘embeddings’. Early embeddings were static, which limited their abil-
ity to account for the different contexts that can apply to words (for example
the different meaning of the word ‘bank’ in ‘river bank’ and ‘savings bank’). The
Transformer architecture (Vaswani et all [2017)) addressed this limitation through
a mechanism called self-attention, which produces dynamic embeddings for each
word that depend on the context in which they are used. This innovation ulti-
mately seeded the powerful LLMs that are emerging today. Figure [I] provides
a hypothetical example of what an embedding vector may look like for some
words.

Embedding dimension
plural politics animal wealth
Word 0 1 2 383
rich 0.1 0.2 0 0.9
Conservative 0 0.9 0 0.3
kittens [ ol 0
orange 0.5 0 0.2 0
deprived 0 0.3 0 o8]

Fig. 1: Hypothetical word embeddings showing how different words could be
represented as numeric vectors across abstract dimensions.

Although there is a very new and growing literature on use of LLMs to drive
the behaviour of agents, much less attention has been paid to the benefits that
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may be realised through the use of the underlying technologies that underpin
LLMs. To begin to fill this gap, this paper explores the use of embeddings as a
means of capturing richer agent characteristics than is currently possible when
agents are defined using discrete variables (e.g. for age, affluence, behavioural
preferences, etc.). These embeddings — in theory — encode latent characteristic
features of the population, that may be otherwise difficult to extract from con-
ventional data and small-scale surveys (which themselves suffer from biases).
The paper implements a simple residential segregation model that is based on
Schelling’s well known model of dynamic segregation (Schelling, 1971)). By de-
scribing household agents using text, we demonstrate that clusters of homogene-
ity still emerge, as with Schelling’s original work, but the clusters themselves are
much richer and more diverse. A criticism of Schelling’s original model, and of
some ABMs more generally, is that by reducing human behaviour to a few sim-
ple characteristics, we disregard “dominant explanations like structural racism,
white flight, and red-lining” which “eradicates the possibility of collective solu-
tions to address the problem” (Larooij and Térnberg) 2025). Embeddings, and
the related technologies that underpin LLMs, may offer a means of increasing
the diversity and accuracy of ABMs. Whilst this is early work and requires ex-
tensive further exploration before any firm conclusions can be drawn, it suggests
opportunities for new ways of capturing agent heterogeneity and, as future work,
using similar technologies to potentially model more nuanced behaviour.

2 Method

The code created to run these experiments in their entirety is relatively straight-
forward. It is written in Python and available in full on GitHub|

2.1 Creating Household Description Embeddings

To explore how embeddings can be used to represent complex agent hetero-
geneity, we developed a parsimonious (‘toy’) spatial agent-based model inspired
by Schelling’s model of residential segregation (Schelling, [1971). For this pre-
liminary work, we describe household agents using three dimensions: household
structure, income and political beliefs. Rather than representing agents using
simple discrete attributes, one for each dimension, we create hypothetical, rich,
text-based household descriptions. For illustrative purposes these are simply
produced with the use of an open-source generative LLM, Llama-4-Maverick-
17B-1 28E-Instruct-FP8E|, executed using the API provided by the together.ai
service. We use this paid service because it offers access to much larger LLMs
than could be made available locally. Of course these household descriptions
are entirely fabricated and will undoubtedly be biased towards those types of
households who are best represented in the LLM training data — bias is an on-
going problem for all LLM-related work (Navigli et al, 2023} |[Park et al, 2023}

! https://huggingface.co/meta-llama/Llama-4- Maverick-17B-128E-Instruct-FP8


https://github.com/nickmalleson/playground/blob/main/llm/schelling_embeddings/schelling_embeddings.ipynb
https://api.together.ai/
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Vezhnevets et al, 2023} Wang et al, 2025) — but they are simply used here to
demonstrate the value in converting the descriptions to embeddings. The prompt

used to generate the descriptions is as follows, where IV is the requested number
of households.

Produce N one-sentence, anonymous, detailed descriptions of stereotyp-
tcal UK households, describing their household structure, income and
political beliefs. Output in CSV format with one line per household de-
scription and nothing else.

As an example, one of the household descriptions produced by the LLM, chosen
arbitrarily, is:

A retired couple living alone in a semi-detached house in a suburban
area, relying on state pensions and modest savings, strongly supporting
the Conservative party

Each household description was then converted to numerical embedding vec-
tor using a pre-trained sentence transformer model, MimLM-L6-H384-uncasecf|
(Wang et all 2020)). This model is small enough to be executed locally using
the HuggingFace [Transformers| python library. First, each text description is
tokenised into subword units and passed through the transformer, which uses
self-attention to generate contextualised vector representations for each token.
These token-level vectors are then aggregated into a single fixed-length sentence
embedding using mean pooling, whereby each token’s embedding is averaged.
The result is a vector of 384 dimensions, where vectors representing semantically
similar household descriptions are located closer together, and where households
can be defined by embeddings that reflect nuanced socio-political characteristics.

2.2 The Agent-Based Segregation Model

The simulation, written in Python, has been designed to replicate Schelling’s
original model of residential segregation (Schelling} (1971)). The environment con-
sists of a 2D grid of fixed size (default 20x20), initially populated with a user-
defined number of agents (default 300). On initialisation, each agent is assigned
a free position on the grid and is assigned a randomly-chosen description and
the description’s associated embedding. We create 350 separate descriptions (see
Section so most agents will be unique, but it is likely that some will be as-
signed to the same description.

During each iteration of the simulation, all agents assess the similarity be-
tween their own embedding and those of their immediate 8 neighbours (the
Moore neighbourhood). Similarity is computed using cosine similarity, which is
a widely used metric for comparing text embeddings (Reimers and Gurevych,
2019)). Agents are considered “happy” if the mean similarity to their neighbours
exceeds a configurable threshold. Here the threshold was chosen to manually to

2 https:/ /huggingface.co/nreimers/MiniL.M-L6- H384-uncased
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be the largest value that still permitted the model to reach an equilibrium where
nearly all agents were happy. Unhappy agents relocate to a randomly selected
vacant cell, and the process is repeated for a fixed number of iterations (currently
200). A potential drawback with the embedding approach used here is that, un-
like with the original Schelling model, the similarity threshold itself is largely
meaningless. Previously a threshold of, say, 50% meant that an agent would be
happy if at least half of its neighbours were of the same type. Similarity loses
its clear meaning here, although this could be advantageous as the assumption
of binary ‘sameness’ is highly unrealistic anyway. The use of embeddings here
allows a much more nuanced estimate of household similarity.

In the original Schelling model, visualising the results is trivial because each
agent is represented by a binary state. Here, however, each agent is represented
by a 384-item vector. To attempt to capture some of the spatial distribution of
the different agents, the high-dimensional embeddings were reduced to a three-
item vector using Principal Components Analysis. These three dimensions can
then be mapped to RGB colour values where agents who are similar in the
embedding space should be represented with similar colours.

3 Results and Discussion

3.1 Analysis of the Household Description Embeddings

Before running the model in earnest, creating agents from a set of 350 house-
hold descriptions, we first experiment with an example with only 5 arbitrarily-
chosen household descriptions. This is for the purposes of experimenting with
the embeddings themselves. Table[T)illustrates the chosen descriptions. Given the
prompt to produce household descriptions for the UK, there is notably strong
reference to UK policy and political parties. Note that the first and second de-
scriptions have been made deliberately similar to ensure that their associated
embeddings are also similar while the remaining three are designed to be diverse.

Figure [2] illustrates the similarity between the five example embeddings. As
expected, the first two embeddings have very high similarity, with the remaining
five showing much lower similarity.

The example model is then executed and reaches equilibrium after approx-
imately 50 iterations. Figure [3]illustrates the spatial locations of the agents at
the beginning and end of the simulation. As there are only five agent types it is
easy to distinguish them using their colours. Note the similarity in the colours
used to distinguish household types 0 and 1; these represent the two similar
households and clearly cluster together as they share many similarities in their
descriptions and, hence, in their embeddings also.

3.2 Agent-Based Model Results

After running the example simulation with only 5 distinct household descrip-
tions, the model is then executed in earnest with 200 agents and a total of 350
descriptions that are drawn randomly upon agent initialisation.
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o

A retired couple living alone in a semi-detached house in a suburban area,
relying on state pensions and modest savings, strongly supporting the Con-
servative party.

—_

An elderly couple residing in a suburban, semi-detached house, drawing income
from their savings and their state pensions, voting for the Conservative party
consistently.

DN

A young, single professional renting a studio flat in a city centre, earning
a salary around £35,000 from a career in marketing, voting for the Liberal
Democrats and actively campaigning for environmental causes.

w

A large, multi-generational family residing in a terraced house, with the pa-
triarch working as a manual labourer on a zero-hours contract, the matriarch
a part-time carer, and several children, identifying as Labour supporters and
strongly union-backed.

>

A single parent with three children, living in a council flat, surviving on a tight
budget that includes Universal Credit and Child Tax Credits, and staunchly
supporting the Labour party, particularly its more left-wing elements.

Table 1: Five example household descriptions.

Cosine Similarities Between Household Types

1.0

Household Type Index

0 1 2 3 4
Household Type Index

Fig. 2: Similarity of the example embeddings
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Iteration O Iteration 49

F 'I
n
o 0: A retired couple living alone in a semi-... mm 0: A retired couple living alone in a semi-...
1: An elderly couple residing in a suburban... 1: An elderly couple residing in a suburban...
W 2: A young, single professional renting a s... B 2: A young, single professional renting a s...
HEl 3: A large, multi-generational family resid... EE 3: A large, multi-generational family resid...
Bl 4: A single parent with three children, liv... Il 4: A single parent with three children, liv...
(a) Initial agent locations. (b) Final agent locations

Fig.3: The locations of the agents at the beginning and end of the example
simulation (with only five distinct agent types).

Figure [ illustrates the number of happy agents over the course of the simu-
lation. By iteration 200 the simulation has reached equilibrium; if the simulation
were run for a larger number of iterations there would be no noticeable change
in the number of happy agents.

Number of Happy Agents per Iteration

300 1
250 4
100 4

0 25 50 75 100 125 150 175 200
Iteration

Happy Agents
~
>
3

-
@
o

Fig. 4: The number of happy agents over time.

Figure[5]illustrates the positions of the household agents at the beginning and
end of the simulation. Households cluster according to the similarity in their em-
beddings, which is entirely expected. This is consistent with the original Schelling
model. The most interesting observation is that because the descriptions of the
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agents are so heterogeneous, the clusters are also heterogeneous. Looking closely
at the figure it becomes apparent that what appear to be contiguous areas of
colour are actually made up of different, but similar, household types. This
potentially represents a much more realistic population of households that no
longer need be distinguished according to a few coarse variables that necessarily
simplify diverse, heterogeneous socio-economic-demographic characteristics.

Initial Agent Locations Final Agent Locations
||
ﬁ . -
) Initial agent locations. ) Final agent locations

Fig. 5: The locations of the agents at the beginning and end of the full simulation.

4 Challenges and Future Directions

This paper has demonstrated that one of the core methods that underpins the
success of modern large language models (LLMs), that of text embeddings, can
be used to create rich, heterogeneous agents. Although the model used here is
necessarily parsimonious and no firm conclusions should yet be drawn from such
preliminary work, the paper shows that the use of embeddings, and potentially
additional related LLM technologies, could be very valuable for creating more
nuanced, detailed ABMs.

Part of the motivation for this work is the realisation that although LLM-
backed agents could be extremely powerful — the number of recent reviews is a
testament to this (Gao et all 2023; Xi et all 2023; |Cheng et all 2024} |Giircanl,
12024; Wang et al, |2024]) - the need to interface with an agent using purely text is
extremely limiting. Describing a rich environment with language, and requiring
an agent to explain their actions with text, will necessarily required consider-
able abstractions. Recent innovations in foundation models (LLMs are a type
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of foundation model) have shown that embeddings for multi-modal data (text,
image, spatial, audio, etc.) can be used simultaneously (Balsebre et al, 2024;
Huang et al, 2024; [Mai et al, 2024) to describe environments in a way that is
much richer and more nuanced. Hence the use of embeddings to describe house-
hold agents in this paper could ultimately form part of a more comprehensive
approach to agent-based modelling that uses foundation models, large-language
models and the knowledge embedded within them. In that vein, immediate fu-
ture work will explore whether an LLM or foundation model could be utilised
to model the behaviour of the agents, moving beyond a simple similarity thresh-
old. Although very preliminary, the recent cited work that uses LLMs to control
agents is intriguing — see |Park et all (2023) in particular.

There are, of course, a number of challenges that need to be considered with
future work. To begin with, bias remains a significant problem for models that
have been trained on data from the Internet (Li et al, 2023} [Park et al, 2023;
Vezhnevets et all [2023; (Wang et al, |2024] [2025). The bias in our household
descriptions is inconsequential, as these are simply used to demonstrate the
method and will, in future, be based on real descriptions. However, it is likely
that the embeddings will suffer from bias, as these are also generated using a
transformer that will most likely have been trained on Internet data. It may be
that the transformer will be better at capturing nuanced aspects in household
descriptions from certain socio-economic groups than others. For example, the
may be cultural or social norms that are present in the descriptions but not well
represented in the ultimate embeddings. Fortunately, methodological innovations
parameter-efficient transfer learning (Houlsby et al, [2019) — such as Low-Rank
Adoption (LoRA) (Hu et al, |2021) — may provide an opportunity to use fine-
tuning to reduce biases.

Secondly, although there are large numbers of pre-trained open-source LLMs
available, running a pre-trained model can be extremely expensive. If these mod-
els are then used to control the behaviour of large numbers of agents the com-
putational requirements will quickly become unmanageable.

Finally, work is required to develop methods to validate ABMs that are
backed by LLMs or other foundation models. New issues include inconsisten-
cies due to the stochastic nature of LLM responses (Chopra et al, [2024)), their
sensitivity to specific prompts (Vezhnevets et al, 2023) and the ongoing prob-
lem of hallucinations (Chen et all 2024). Further clarity is needed around which
LLMs are most appropriate for the production of agent descriptions, and the
contexts in which each LLM is most appropriate. In addition, the use of the
Schelling model here is perhaps overly simplistic; immediate future work will
look to utilise a more representative ABM.

As this area of research rapidly evolves, embedding-based representations of-
fer a promising route toward more expressive and human-like agents. By building
on these foundations, future agent-based models could more effectively capture
the richness, complexity, and subtlety of real-world social systems.
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